



































































Scientificcomputings April 25 2025
Announcements

Homework 6 due Friday May 2 11 59pm

Final exam is takehavenly
assigned Fri May 2
due Fri May 9

Effetors
Mont Fri

oding NN and Batching
930am 1030am

Loss Functions
Cudahy 307






































































Structure
Object Oriented

Objects

Layer
knows the weights that feed into it
from the previous layer
knows the biases of its neurons

can take input data and compute output
data

ActivationFunction
can take inputdata and compute output
data






































































Layer

bias

I

bias

bias

knows the biases vector
knows the weights on these edges

matrix






































































Layer

7

7

input value of previous layer's neurons
actually the activation function of those neurons

output value of this layer's neurons pre activation






































































Activation Function classes one for each activation
function

Max
0 v

inputs values of neurons we'reactivating

outputs activated values






































































Then we can chain instances of these objects together

to make a full NN

i i II i
Layer AF

ETEct
cjt

object objec
499A Eject

input layer
three hidden layers






































































Coding time

First the numpy Python library

Jupyter notebook demo






































































Coding time

First the numpy Python library

Jupyter notebook demo

Next Coding our first layers together
from scratch

very heavy inspiration from the

Neural Networks from Scratch
book








































































New Activation Function Softax
Turns a vector of s into a probability
distribution
a vector of s in Toil that sums to 1

Useful for the outputlayers in a classification

problem
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Unlike our other activation functions Softmax
works on the whole vector at once not one
value at a time individually

etys

softax etys where

etys s E eti
e ys

Obvious these add up to 1 because the denominator
is their sum

Obviously 0 because et 70






































































E
0.037

1 0.7 0.041

2 0.3 0.111

3 0.1 0.091
4 18.4 chance

5 0.5 0.136 the digit is
6 0.2 0.101 a 4
7 0.3 Éfetiz 12.06 0.061

8 0.082
9 0.6 0.150






































































Numeric Stability because et gets big

Tm max x ̅
all components

0

Then do

exi
m

m

een E.ie IEsEE

j 1

Let's add this as a new Activation Function
class






































































Batching
So far we've done the linearalgebra and
coding for feeding forward one input vector
at a time one input vector

ignoringactivation
functions

E if title
0.3 0.8 0.2 0.3

G tt f E I
on it

0.10.8 0.5 8 0
8 02

it
0 601






































































Numpy does vector calculations faster than
individual number calculations

In the same way it does matrix calculations
faster than one vector at a time

We can feed forward many input vectors
simultaneously by making are big matrix with
many columns

Let in v3 denote the matrix with columns
w̅ in us

Fact M.fi it is Mui Mui Mus






































































0.15 0.38É Éf É É y 0.07 0.780.8 0.8 0.8

3 columns

0.3 0.8 0.2

0.31
39 0.7 0.3

0.15 0.38 8 8 80.2 0.1 0.5 0.2 0.24 0.07 0.78
7 0.4 0.7 1.0 0.58 0.87 1.56

0.7 0.7 0.7

0.12 0.304EE i ii0.724 0816 1.418
0.1 0.8 0.5 0.037 0.12 0.304

0.2 0.2 0.2 0.601 0.0816 0.147
0.598 0.208 1.464

on

Batch of 3 inputs

ignoring activation functions






































































0.7
0.4

0.7240.1

0.4
0.39 010.1

0.2 0.037 0.8

0.7
5.05 0.601

0.24 oz
3
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0.598

o o
o 0816

058
0.4

08
c 0.12 0.8

0.2 z 01.05 0.0816

0.07 02
3

05 0.2
01 0.208

Three inputs fed 0.87 7

forward all in one 0.3 as

0.8 0.1 1.418

calculation 0.4
0.38

0
01

0.2 0.304 0.8
z T.us 0.417

Could pass all 60,000
00 078

3
0.2

1464

MNIST digits through to 07

in one calculation 0






































































Let's update our code to support batching






































































Let's update our code to support batching

Big speed update






































































Demo Training on MNIST in

browser

Use in our new classes

to predict digits






































































Topic Loss Functions

Remember our analogy with Linear Regression

ItamperatietihythoutdIImonetc
n

We only have sporadic
readings

Linear Regression asks what line is

closest to these points
Closest means minimizing the sum of

actual y value predicted y value
over all known points






































































IgAnalogy Linear Regression knobs I

y Mx b
n Ioutput

a input
r

o

0

t

o

s

While looking for the best line
there are two knobs we can turn

M and b






































































gAnalogy Linear Regression knobs I

y Mx b
n

output
input

1

1
I
ÉT

While looking for the best line
there are two knobs we can turn

M and b






































































IgAnalogy Linear Regression knobs I

y Ñx b
n

output
input

Id
11s

d

I

while looking for the best line
there are two knobs we can turn

M and b






































































Neural Networks are like lines just functions
with knobs to turn to make them match

known T.tl otsmore

0.3
01 07

02 0.724
0.4
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0.1
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0.39 10.1
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024 ax
3
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0.598

0.7
058

0.8

32 knobs in this very small example






































































Goal Find the best way to tune these 32 knobs
so that when you feed it known input you get
the known output

0.7 03
01 92 0.724

0.4
0.3

0.1

8 0.4 8

0.39 10.1

to 0.2 0.037 0.8

0.7 0.2 01.05
0.3

0.601

0.24 ax 05 0.2

0.1 0.598

1.0
0.7

0.58

0.8

32 knobs in this ver small exam le






































































Actual Goal Find the best way to tune the knobs
so that when the NN sees news input data it
produces correct output

0.3
0.1 07

a 0.724
0.4

0.3
0.1

0.497
0.39
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How do we measure how goodorbad a NN
is in terms of matching known data

Linear Regression Mean Squared Error actual predicted
pts

0.7 0.3
0.1

0.4 no
0.1
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97 0.4 8

0.39 10.1
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32 knobs in this very small example






































































1056
The score of a NN relative to particular
training data

Change weights or biases loss goes up bad
or down good






































































10556
Two types of problems we'll use NNs for

1 Regression predict output values based on
input values

Predict home price based on zip code sqft
bedrooms bathrooms crime rate schoolquality

etc
Predict of bike rentals based on day weather
holiday etc

2 Classification classify input into categories
MNIST digits

Predict whether a patient has diabetes prediabetes
or neither based on health and lifestyle data






































































We use different lossfunctions for each type of
problem Scoring function for

a NN smaller is bette

Regression

Actually first some notation
The loss function is defined not for one input output
pair at a time but for a whole batch of
input output pairs Remember batching from

our last lecture

batch of loss for
that batchof

outputs one






































































I Eton attain

Remembereachinputisawholeve.to one

permputII

and same for each output

Nn

i te 3 n I I yj yet
For a batch of size n we call the inFectorst X2 Xn
the expected output y.is Yu and the actual output
yi.fr ch

all vectors
Training data.EC yt lxIS3T






































































The goal of a loss function is to measure how far
apart the actual output j is from the desired output
y and tra make the loss get smattert






































































Regression

Loss function 1 Mean Squared Error MSE

For a NN whose output layer has 1 neuron

and for a batch of n input output pairs

loss EEE
squared diff between actualJeanofand expected output

that over the whole
batch

For a NN whose output layer has k neurons and
for a batch of n input output pains

Yij is the jth
loss yis yij component of the

vector Yi






































































Example

3 output neurons batch of 5 inputoutput pairs






































































Regression

Loss function 2 Mean Absolute Error MAE

For a NN whose output layer has 1 neuron

and for a batch of n input output pairs

loss lyi Jil

For a NN whose output layer has k neurons and
for a batch of n input output pains

Yij is the jth
loss the yis gil component of the

vector Yi






































































Regression

MSE
More common

Comes from linear regression where it has more

motivation
Penalizes outliers more one really bad prediction is

much worse than two
medium bad predictions

MAE
Less common but not uncommon
Penalizes outliers equally to other points






































































Regression

Example

y y F
off by 4

MSE 5 1 1 1 8

MAE 15 11 11 11 2

very
y I y 33

04 071 2

MSE 13 1
2

3 1
2 ye

smaller

MAE 13 11 13 11 2 E same


