



































































Scientificcomputings March 19 2025
Announcements

None

Effetors
Mont Fri

Object Oriented Programming 930am 1030am
Introduction to Metaheurists

Cudahy 307






































































Top Intoductiontometheuristes

We have mostly focused on ways to find an

optimal solution

These techniques can be hard and aren't
always applicable to real world problems or

are way too slow






































































Metahveristics

General problem solving paradigms that

can be easily adapted to many problems
Look for good solutions and rarely find
an actual optimal one

Pretty fast evolutionary
biologySimilar setup

Search space of candidates solutions

Every candidate has a score fitness quality

Goal Find a candidate with a good score
in the_abstract we will always talk
about maximizing but in some applications

we want to minimize






































































Many of our problems will be discrete
finite search space but some will be
continuous

traveling salesman demos






































































Ex Find the maximum value of
f

codify sin min 6 1

on the interval 0.02 x 0.04

Maybe we could do this
one with calculus but
we'll usually have functions
that are more implicit
like solutions of ODEs






































































Most of the spaces we'll work in are not 1 D

Traveling Salesman or knapsack

Eite search space but huge

Technically 0 dimensional












































YD problem








































































Useful mental picture landscapes

local
maxima global maximum

Fig
Goal Climb to the

top of the tallest

hill

ID input x ID output y








































































2D input x y ID output Z

global maxima

that sin y

Goal find the top
of the tallesthill
but don't get
stuck on the

wrong hilltop

Xy is the ground location
demos

z is the altitude






































































EdtAscet Descet
Optimization method you learn in other
classes

If your function f xy differentiable you can

compute the gradient at a point which
is a vector that points you in the
direction of steepest ascent

derivative

x








































































111 Start at a point
2 compute gradient
3 move a little in that direction
11 repeat

Where do you end up

to

iy

might overshoot






































































Always imagine yourself standing on the
mountainside You're just going in the
steepest direction

You usually end up at the top of the
peak you start on a local optimum

We want a global optimum






































































How could you do something like Gradient Ascent in

a discrete search space like TSP

pretend you're in the mountains
look around you in a small radius
find the point in your radius that
is highest

go there and repeat






































































Ex TSP
search space all tours on the graph
these are the places on the mountain

you
could be standing

need a definition of nearby small radius

cities 1,2 4 5
what is nearby 3 5 2 1 4 3

up to you many answers one definition
could be swap any two cities

3 5 2 1 4 3

3 1 2 5 4 3






































































start at a random tour
calculate the score of all the nearby

tours
move to the cheapest one

repeat

Of course same problem we just climb up
a local optimum and never came down

demos


